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nucleotides encoding an amino-terminal polyhistidine tag. Sequence changes
were introduced by site-directed mutagenesis using the Bio-Rad mutagenesis
kit* and confirmed by sequencing. The recombinant proteins were expressed in
the bacterial strain BL21(DE3) after induction with IPTG (0.5 mM) at room
temperature and purified by Ni affinity chromatography.

T203F/T203Y imaging. Samples were prepared by the methods of ref. 21
from 107'°M solutions of protein diluted in 1 mgml™ BSA. Polyacrylamide
gels (T = 15%, C = 5% without SDS) were prepared in pH 7 phosphate-
buffered saline doped with protein (here T is the total concentration of
monomer in g per 100 ml, C is the wt% of total monomer which is crosslinker,
and SDS indicates sodium dodecyl sulphate). The gel host provided pore sizes
small enough for convenient (and complete) immobilization of each protein
molecule, while maintaining its naturally fluorescent, native conformation®">.
Excitation with a 488-nm laser (100—2,000 W cm ™ at the gel/coverslip inter-
face) occurred in the total-internal-reflection geometry; the emission was
imaged with a Nikon inverted microscope (250-nm resolution) with an
Omega 535DF55 filter and a Princeton Instruments intensified frame transfer
CCD (100 ms time resolution, 90's collection time). Oxygen was not removed
from samples for which data is shown, but samples prepared with ~10 min
helium bubbling showed similar on/off behaviour. 405-nm irradiation was
produced by a Hg arc lamp with line filter through the epi-illumination port
(1Wcm™). The linear increase of detected photons as a function of laser
intensity (100-2,000W cm™) indicated that saturation and multiphoton
processes were negligible in these studies. Typical detected count rates of
5,000-6,000 photons st at 2,000Wcm™ pumping intensity (~150,000
excitationss™!) were achieved, with most of the molecules emitting several
millions of photons without irreversible bleaching.

Autocorrelation analysis. We define the autocorrelation function, C(7), for
discrete data points;

N N
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t=0 t=0
where T is the average intensity,  is the time summed from 0 to N 100-ms
intervals, and I(t) is the time-dependent fluorescence intensity. Confidence
limits were generated on the autocorrelations such that any values within the
limits were consistent with zero®. Exponential fits of the autocorrelations were
generated only for the statistically significant portions of the curves beyond the
short time correlation spike arising from band-limited noise.
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Hilly and mountainous landscapes are partially to completely
covered with soil under a wide range of erosion and uplift rates,
bedrock type and climate. For soil to persist it must be replenished
at a rate equal to or greater than that of erosion. Although it has
been assumed for over 100 years that bedrock disintegration into
erodable soil declines with increasing soil mantle thickness'~’, no
field data have shown this relationship. Here we apply two
independent field methods for determining soil production
rates to hillslopes in northern California. First, we show that
hillslope curvature (a surrogate for soil production’) varies
inversely with soil depth. Second, we calculate an exponential
decline of soil production rates with increasing soil depth from
measurements of the in situ produced cosmogenic '’Be and *°Al
concentrations in bedrock sampled under soils of different
depths. Results from both methods agree well and yield the first
empirical soil production function. We also illustrate how our
methods can determine whether a landscape is in morphological
equilibrium or not.

Soil thickness depends on the balance between production and
erosion of soil (Fig. 1). We define soil to be distinct colluvial
material, lacking relict rock structure and derived from underlying
bedrock. The mechanical disruption that destroys rock structure
and lowers the soil—-bedrock interface may be due to processes that
are biotic (for example, burrowing and three throw)” or abiotic (for
example, dissolution-induced collapse, freeze-thaw, and shear
deformation). Downslope soil transport can occur by mass wasting,
overland flow, and biogenic disturbance. We focus on diffusive
transport where the sediment flux, g, is proportional to slope, Vz,
such that g, = — KVz; here Kis equivalent to a diffusion coefficient
with dimensions (length)2 (time) ", This relationship was articu-
lated by Davis'’ and Gilbert'' and has been extensively applied in

NATURE |VOL 38824 JULY 1997




models of landscape evolution>>”'*™, It seems to be appropriate for
biogenic transport”" and soil creep'®.

If we use this relationship in the mass conservation equation for
soil thickness, h (Fig. 1),

oh de
—= —p,— —Vidg 1
P, pio, ~ VB (1)
and assume steady-state soil thickness (that is, dh/dt = 0), then soil

production —(de/dt) is given by

de _ Py, )

at 0;
where p; and p, are soil and rock bulk densities, z is ground surface
elevation, e is the elevation of the bedrock—soil interface and t is
time. Under such conditions, soil production should depend on
hillslope curvature, V*z. Furthermore, if K is assumed to be spatially
and temporally constant, we can use topographic curvature as a
surrogate for soil production rates’. The form of the soil production
function (that is, — de/dt = f(h)) can then be defined with field
measurements of curvature and depth. We note that, according to
equation (2), spatial variation of curvature across diffusion-dominated
regions of the landscape indicates spatial variation in local produc-
tion rates and that the landscape is not in equilibrium.

We can test directly this depth-dependent soil production rate by
adapting the cosmogenic nuclide method of determining erosion
rates'”"®, If we assume that bedrock conversion to soil reaches a
steady state under a constant soil thickness, 1 (and the soil bulk
density remains constant), then the concentration of the cosmo-
genic radionuclide, C (in atoms g™'), in the bedrock at the soil—
bedrock interface is

C = P(h,0)

1
NG 3
p:€
N+ A

where P(h,0) is the nuclide production rate (in atoms g_1 yr_l)
at depth h and slope 6, A is the mean attenuation length
(~165gcm~?), N\ is the decay constant of the radionuclide
(N =1n2/t,,), and € (in cm yr_l) is —de/dt in equation (1). Equation
(3) is of the same form as that used by others to calculate the erosion
rate of bedrock (in which case, & and 6 equal zero)'”"*. We solve for

soil production rates as:
de A [(P(h,0)
e (ru0) o
t p, C

€ =

The production rates of '°Be and *°Al in quartz are known®**!, and

we measure bulk densities and soil depths. The soil production
function is determined by measuring the nuclide concentrations in
bedrock sampled under different soil depths, calculating soil pro-
duction rates, and plotting them against soil depth.

Equations (2) and (4) provide two independent methods to test
the hypothesis that soil production rates decline with increasing soil
thickness. The first relies entirely on field observations and can be
applied only in areas where slope-dependent mass transport is
dominant. The second does not require slope-dependent transport.
Both require local soil thickness to be, on average, constant with
time. The validity of this assumption will vary considerably depend-
ing on the field location.

We focused our study on small ridges (‘noses’) in Tennessee
Valley, Marin County, California, a field site used for extensive
geomorphical research”” . Intensely sheared thrust sheets of
greenstone, greywacke sandstone and chert, typical of the Juras-
sic—Cretaceous Franciscan assemblage in the Marin Headlands
terrane, underlie the field area®. The area receives an average
annual rainfall of 760 mm (ref. 27) and was grazed before 1972.
There is no evidence that Pleistocene climate variation caused
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Figure 1 The conservation of mass equation for soil thickness h (equation (1))
states that the change in soil mass with time, ¢, is equal to the conversion of
bedrock to soil due to lowering of the bedrock-soil interface less the divergence
of transported soil mass. The area shown between the base of the soil at
elevatione and the dashed line is the amount of bedrock that would be converted
to soil over some specified time interval. In our study area, mass transport, §s, of
the entire active layer of soil is caused primarily by biogenic processes acting on
an inclined surface. Here ps and p, are the densities of soil and bedrock,
respectively. Note thatz = e + h, a bedrock-fixed coordinate system not account-
ing for tectonic influences on absolute elevation, and h is much less than the
landscape elevation scale. (Modified from Dietrich et al.”)
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Figure 2 Plot of negative hillslope curvature, -V%z, against local soil depth for four
distinct small ridges (inset maps drawn with 2-m contour intervals) in Tennessee
Valley, Marin County, California (37.9°N, 122.6°W). The large upper corner symbol
on each inset map corresponds to the -V?z values plotted for the respective ridge
and shows ridge locations on the landscape shown in Fig. 3 leftinset. Dots on the
inset maps are depth measurement locations. Each ridge was surveyed with 1-
3m resolution and gridded using a Krigging interpolation scheme. Curvature was
calculated at each point using the interpolated elevations of the eight nearest grid
neighbours. We found distinct soil-bedrock boundaries on each ridge. Soil depth
was measured to the bottom of the colluvial layer, either by digging pits or by
averaging several auger holes.
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dramatically fluctuating hillslope erosion rates or processes,
although net sediment storage in valleys and landslide frequency
in unchannelled valleys (hollows) may have varied”*. Although
there may have been partial Pleistocene forest cover, there is no
evidence of a Holocene forest. The vegetation is a mixture of coastal
grassland and scrub. In colluvium-mantled hollows, exfiltrating
subsurface flow and rain on saturated areas generate extended areas
of saturation overland flow”. The soil mantle varies in thickness
across the landscape and is typically an organic-rich, stony loam
with weak to no horizon development. Soil production seems to be
due primarily to biogenic disruption of weathered bedrock’. Soil
and rock fragments from pocket gopher (Thomomys bottae)
burrows abound, and soil pits show burrowing through the
typically abrupt soil-bedrock boundary. Burrowing is also the primary
mechanism for downslope soil transport* and effective diffusivities
have been quantified””'*”. Landsliding is mostly confined to steep
hollows of thick colluvial deposits®**.

We selected four small ridges, each underlain by greywacke, for
this study (Figs 2 and Fig. 3 left inset). The high topographic
divergence of these small ridges and the modest slopes ensured that
soil transport by landsliding has been insignificant. Figure 2 shows
that curvature declines with increasing soil thickness, as predicted if
curvature is a surrogate for soil production and soil production
decreases with soil thickness. The large variance is expected because:
(1) biogenic soil production causes short-term variation in local
thickness; and (2) bedrock heterogeneity in resistance to weathering
and mechanical disruption by biota leads to local variability in the
curvature—thickness relationship. In general, strongly convex areas
have thin soils and weakly convex areas have thicker soils.

We sampled bedrock from the base of the soil column and from
exposed bedrock on three of the four surveyed small ridges and at
other locations for cosmogenic nuclide analyses (Fig. 3 left inset).
The samples reflect the range of soil thickness measured on these
ridges. Figure 3 main figure shows that soil production rates,
calculated from both °Be and *°Al concentrations, decline expo-
nentially with increasing soil depth. Erosion rates of prominent,
isolated bedrock outcrops varied with rock type, with chert eroding
the slowest. The average erosion rates we measured from stream
sediments®* for two steep tributaries (labelled 1 and 2 in Fig. 3 left
inset) were close to the maximum soil production rates (Table 1).
Figure 3 right inset shows good agreement between the two methods
even though no parameters were adjusted to match these data.

Two general production laws have been proposed®’. An exponen-
tial decline of soil production with increasing soil depth was
assumed to simulate the decrease in effectiveness of such mechan-

ical processes as freeze-thaw’ or biogenic disturbance’. A complex,
bell-shaped polynomial function follows the intuition that maxi-
mum soil production occurs under a thin layer of soil*®. Dietrich
et al” point out, however, that soil depths less than the peak are
unstable (perturbations in thickness would strip the soil to bedrock)
and found field-based agreement with an exponential production
function. Although our data cannot reject the polynomial function,
they do show that the peak production rate would occur under near-
zero soil depth and would make little difference to modelling’.

An important assumption in our analysis is steady-state local soil
depth during soil production and transport. This assumption is
justified in several ways. There is no evidence for shallow landsliding
or erosion by overland flow on the convex regions we studied. Soil
production by burrowing tends not to alter local soil thickness
dramatically during burrowing. Numerical experiments by Dietrich
et al” show that diffusion-dominated ridges quickly (in a few
thousand years) reach local steady-state soil thickness. Topographic
change on such ridges is slow and changes in soil production or
transport with Pleistocene—Holocene climate change would have
adjusted local soil thickness early in the Holocene. Last, the
observed '“Be and *°Al concentrations imply erosion rates that
would result in steady-state radionuclide concentrations in a few
tens of thousands of years.

In contrast to the local steady-state condition for soils on the
small ridges, our observations indicate that the landscape may be
slowly changing morphologically. We find both the thinnest soils
and the highest production rates on ridge crests, indicating the
greatest lowering rates. Individual ridges with their different degrees
of curvature may also be lowering at different rates (Fig. 2). Erosion
rate varies with lithology and solitary outcrops are eroding slower
than the surrounding landscape. Basin-wide erosion rates in the two
primary tributaries of our catchment suggest that erosion is higher
in these steep regions than on the gentler, lower-elevation small
ridges; Dietrich et al.” observed that nearly all shallow landslide scars
in the catchment are in those regions. The northern tributary basin
may be lowering more rapidly than the southern one (Fig. 3).
Although local, short-term variation in lowering rates can be
expected on landscapes, our results suggest that Tennessee Valley
is undergoing systematic morphological change. We also observe
that such deviation from dynamic equilibrium can be inferred from
landscape form, as proposed by Dietrich et al.” For the divergent
ridge crests, or ridges where diffusive transport processes are
dominant, spatial variation in curvature implies variation in low-
ering rates. We note however, that soil depth variation alone does
not indicate disequilibrium. Ahnert’ showed that constant-form

Table 1 Measurements of cosmogenic nuclide concentrations

Sample Depth Slope Elev. Quartz 4] %Be 25A1/"Be h-slope factor —de/at
(cm) (deg) (m) wt (g) (10°atoms g™") (10°atoms g™") (mMyr™)
TV-2 0 8 1356 40.65 0.600 + 0.101 0.115 = 0.006 522 +0.92 1 39+8
TV-3 16 10 120 40.06 0.447 + 0.054 0.108 = 0.007 4.15 = 0.56 0.87 47 =15
TV-4 0 15 275 42.68 1.132 = 0.078 0.248 = 0.010 4.55 = 0.37 0.98 20+5
TV-5 0 0 275 40.22 1.433 = 0.121 0.3561 = 0.017 4,08 = 0.40 1.00 154
TV-6 35 15 105 42.03 1.104 = 0.050 0.195 = 0.008 5.65 = 0.34 0.69 26 +3
TV-7 58 20 100 42.58 1.446 + 0.061 0.229 = 0.016 6.32 = 0.52 0.62 21+3
TV-10 51 17 15 40.71 0.939 £ 0.104 0.171 = 0.011 5.49 +0.71 0.59 25+4
TV-11 0 21 120 32.39 0.234 +0.035 0.040 = 0.005 592 +=1.20 0.98 107 £ 23
TV-12 30 15 116 40.56 0.394 + 0.091 0.074 = 0.006 5.28 +1.30 0.72 60 + 16
TV-13 49 18 140 40.03 1.060 = 0.112 0.1561 = 0.013 7.03 = 0.95 0.61 26+5
TV-15 20 15 136 40.33 0.663 + 0.055 0.083 = 0.006 6.77 = 0.83 0.85 48 +8
TV-16 35 20 133 45.05 0.741 £0.076 0.134 = 0.007 5.54 + 0.64 0.68 33+5H
TV-17 60 25 133 52.57 0.914 +0.093 0.161 = 0.015 5.68 +0.77 0.54 27+5
TV-23 0 15 137 40.28 0.260 = 0.051 0.050 = 0.005 516 = 1.14 0.98 9124
Creekla NA NA 10 51.50 0.414 = 0.053 0.063 = 0.005 6.61 = 1.00 1 64 =12
Creek1b NA NA 10 40.22 0.366 + 0.050 0.063 = 0.006 5.81 £0.95 1 66 =13
Creek2 NA NA 10 58.22 0.239 £ 0.049 0.041 = 0.005 5.87 £1.37 1 102 + 25

Concentration errors include 1o from accelerator mass spectrometry. All errors are propagated to —de/dat, where e is the elevation of the bedrock-soil interface and t is time. Average soil
density, 1.4g/cm™; location is at 37.9°N, 122.6°W. 2°Al and "°Be production rates are corrected for elevation and location®?'. The h-slope factor corrects for soil depth and slope (D. Lal,

personal communication). NA, not available.
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Figure 3 Main figure shows soil production rates (e /dt) (calculated fromin situ
produced cosmogenic °Be and 2°Al in bedrock samples) versus measured soil
depths h. Al and Be were chemically separated and purified® after chemically
separating quartz and adding Be carrier; we measured '°Be and ®Al concentra-
tions at the Lawrence Livermore National Laboratory accelerator mass spectro-
metry (AMS) facility®. We normalized the measured ratios to the ICN '°Be and the
NBS %Al standards (Table 1). We plot the average calculated rate from both
nuclides. Left inset, map showing cosmogenic nuclide sample locations (open
triangles) in Tennessee Valley, Marin County, California. Samples (plotted in the
main figure as filled circles) were taken from bedrock exposed at the ground
surface or the soil-bedrock boundary revealed at the base of pits dug across
three of the four ridges shown in Fig. 2. The exponential fit to these data is
— (de/at) = (77 = 9)e(~0023=0003" " Other outcrops (plotted in the main figure as
upside-down triangles were sampled from a large, ~25-m relief, greenstone (TV-
4), a 3-m-high bedded chert (TV-5) at the top of sub-basin 2, and from outcropping
greywacke (TV-2) at one of the surveyed hillslope ridge crests. Two different creek
sediment samples (1 and 2, filled diamonds, plotted to left of y axis in the main
figure) were taken to estimate average erosion rates®. Rightinset, plot showing
an overlay of the nuclide-based results with the soil production rates calculated
from -V values (Fig. 2) using a regional diffusivity of 50 cm?yr™' (refs 7,16, 23) and
average py/p, = 0.5. In three cases, TV-3, TV-4 and TV-5, the observed 2°Al/°Be
ratio differs significantly from the expected production ratio of 6.0. These
disparities may indicate either that the samples have experienced complex
exposure histories or that some analytical problem exists. Here we interpret
these samples with our simple exposure model, expressing the disparity
between the %Al and the "Be results with the large uncertainty in the soil
production/erosion estimates for these samples. This uncertainty does not
alter the inference that the bedrock outcrops are eroding more slowly than
other parts of the landscape. Only TV-3 is used in determining the soil production
curve and, in fact, deleting it would not change the function.

hillslopes with spatially variable soil depths develop when the soil
production function varies with underlying lithology.

The peak soil-production rate determines under what tectonic
and erosional environments bedrock will emerge or become domi-
nant across a landscape. If the soil production function varies
with climate, bedrock and biota, then landscapes under similar
tectonic regimes can have different morphology, ranging from
fully soil-mantled rounded hills to bedrock cdliffs. Our two
independent methods provide a means to define empirically soil
production functions for different rock types and climates. This
should facilitate exploring the role of geology and climate in
landscape evolution. Ul
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